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Problem 1 (Azler 2A1,6) Let vy, vy, v3, and vy be vectors in a vector space V.
(a) Show that if A = {vy,vq,v3,v4} spans V', then
B = {vy — vg,v9 — v3,03 — U4, 04}
spans V'

(b) Show that if A is linearly independent, then B is linearly independent.

Problem 2 (Azler 2A2) Verify the following:

(a) A singleton {v} containing one vector in a vector space is linearly independent if
and only if v # 0.

(b) A doubleton {vi,v9} containing two vectors in a vector space is linearly indepen-
dent if and only if neither vector is a scalar multiple of the other.

(c) {(1,0,0,0),(0,1,0,0),(0,0,1,0)} is linearly independent in R*.

(d) {1,2,22%,...,2™} is linearly independent in the vector space of polynomials with
complex coefficients P(C) for every m € Ny ={0,1,2,...}.



Problem 3 (Azler 244,5,12,13)

(a) Find all values of ¢ for which {(2,3,1),(1,—1,2),(7,3,¢)} is linearly dependent
in F3.

(b) Show that {1 +1i,1 —1i} is linearly independent in the real vector space C.

(c) Show the following: If A = {p1,p2, P3, P, P5, D6} 1S a collection of polynomials in
Pu(F), the vector space of polynomials with coefficients in F having degree four
or less, then A s linearly dependent.

(d) Show the following: If B = {p1,p2, p3,pa} is a collection of polynomials in Py(F'),
then

span B # Py (F).
Problem 4 (Azler 2B2,5) Verify the following:

(a) {1,z,2%...,2™} is a basis for P,,(C) the vector space of polynomials with com-
plex coefficients and order less than or equal to m.

(b) There exists a basis {p1,p2, p3, pa} of Ps(C) such that none of the polynomials
D1, P2, P3, P4 1S of degree 2.

Problem 5 (Azler 2B7) Prove or disprove: If {vi,vs,v3,v4} is a basis of V and W
is a subspace of V' such that vi,vy € W and v3 ¢ W and vy ¢ W, then {vi,vo} is a
basis of W.

Problem 6 (Axzler 2C8) Let
1
W = {p€P4(R) :/ p(m)d:c:O}.

1

(a) Show that W is a subspace of Py(R).

(b) Find a basis B for W.

(c) Extend the basis B to a basis A for Py(R).

(d) Find a subspace V' of Py(R) such that Py(R) =W @ V.

Problem 7 (Axzler 2C10) Show that if A = {po, p1, D2, - .., Pn} C P(F) with deg(p,) =
j forj=0,1,2,....,n, then A is a basis for P,(F).
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Solution: Remember that P, = P, (F') is the vector space of polynomials of degree
at most n, and to be a basis means to be a linearly indepdendent spanning set.
Thus, we wish to show A is linearly independent and span(A) = P,,.

As the notation gets a little cumbersome here, let me illustrate the situation in a
case when n is relatively small. Say n = 2 and we have polynomials

Po = Qoo
p1 = a0 + anx

2
D2 = Qg0 + A21T + G29X".

The assumption that deg(p;) = j here may be interpreted to mean aj, # 0 for
j = 0,1,2. That is, the top order coefficient of each polynomial is nonzero. In
particular, py = agy # 0 giving the first condition of Axler’s lemma for {pg, p1,p2} to
be a linearly independent set. It is pretty clear that

Span{p(bpb s 7p€—1} C Pf—l-

That is, every linear combination of the polynomials pg, p1, ..., pe_1 is a polynomial of
degree less than or equal to £ —1. This holds for us when ¢ = 1 or ¢ = 2, but if we had
more polynomials it is also clear that this argument holds in general. Consequently,
it is clear that

p€¢{p07p17"'7pf—1} for 62172
And for {pg, p1,-..,pn} in general

pz%{p(bplw"apé—l} for £:1,2,7’L

Axler’s lemma implies {pg, p1, ..., pn} is linearly independent (particularly in the case
n=2).

It remains to show {pg, p1,p2} spans Ps. Let ¢ be any polynomial of degree less
than or equal to 2. This means we can write

q="bo+ b+ +bua™ = b’
7=0

where m < 2 and b, # 0. Actually, there is another possibility, namely that ¢ = 0,
but we can either ignore this case or simply note that

0=> 0p
j=0
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so the zero polynomial is certainly in the span of A = {pg, p1,p2}. Returning to the

“real” case in which b,, # 0, we consider cases:

m = 0: In this case, ¢ = by is (a) constant and

b
g = —=po+ Ops + Ops.

apo

We conclude g € span{pg, p1, p2}-

m = 1: In this case, ¢ = by + byx with b; # 0. We can take

by (ﬁ _ biaip

) po -+ O 1)
apo Apodi11

This looks a little complicated, so let’s think about it a bit more.

In the end, we want to write ¢ as a linear combination of pg, p1, pa:
2
q = CoPo + C1p1 + Cop2 = Z Cipj-
=0

Notice that we've put ¢, = 0 as the coefficient of p, in (1) because p, has degree
two and ¢ in this case has degree one. (So if we had a nonzero coefficient ¢y for
po we would definitely get a degree two polynomial for every linear combination

2
CoPo + C1p1 + Cop2 = Z CiPj
=0
and that couldn’t be ¢q. Next, we want the coefficient of x in
1
copo + c1p1 + Op2 = Z CiP;
5=0

to be by. This coefficent, however, is
c1a11 since c1p1 = C1a11T + c1aqg
and copg = cpagp is constant. Therefore, we need

ciai = by.
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That is,

C1 .
11

And you see this is the choice we have made for ¢; in (1). It remains to determine
co. So far we have

by
Cop2 + C1p1 + Copo = a—(allif + a10) + coaoo.
11
Gathering together the constant terms we must have
1
—ay + CoQopp — b(].
11

That is,

which is the value we used in (1).

m = 2: In this case, ¢ = by + bz + box? with by # 0. Hopefully, we can see from the
previous case how to choose the coefficients ¢, ¢q, co. Writing

Copa + c1p1 + copo = bax® + by + by,

we can start with

by
Cy = —.
22

This choice means the coefficient of x in cops + c1p1 + copo is

2
—a91 + C1011-
22

1 by
Cl = — bl — —Q921 | .
a1 @22

With this choice we can see the constant term in cops + c1p1 + copo i

This means we need

by 1 by
——agy + — | by — ——aa; | a1p + coago-
22 a1 Q22



Hence we take
1 b 1 b
Co= — {bo - —2@20 - (bl - —26L21) CL10] .
aoo 92 ary 22

Indeed with this choice we see

q = b2I2 +b1.§(3+b0

b 1 b
= —2172 + — (bl — —2a21) P1

22 a1 22

1 b 1 b
+ — [bo - —2a20 - — <b1 - —2a21) a10:| Po-
apo 22 11 22

The General Case The solution we have given for n = 2 looks quite complicated,
and in the general case, it is probably convenient to use some sort of formal iterative
procedure (or perhaps a kind of induction). Let’s see:

We know as above that if we want to write

n

m
q= ijxj = chpj
§=0

=0
where m < n and b, # 0, then we need ¢,, = ¢, 1 =+ =¢py1 =0 and
b
Cp = ——
amm
Here we are writing our given polynomials in A = {pg, p1,...,pn} as

k
Pk = E ag;
=0

with age # 0 for £ — 0,1,...,n. Working backwards, say we have determined the
coefficients ¢, ¢,_1, ..., ¢, for some ¢ < m. By this we mean

m
> ep;
i=t

is a polynomial of degree m which we can write as
m m
— J
E Cipj = E Bej
j=t 7=0
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with coefficients 5, O¢1, . . ., Bem satisfying
55]':6]' for jzf,ﬁ—l—l,,m (2)
We then consider a linear combination
Co—1Pe—1 + Z Cipj = Z Be-1 2. (3)
=0 5=0
Clearly since p,_1 has degree ¢ — 1, the condition (2) implies
56—1,j:ﬁéj:bj for ]ZE,E—I—l,,m (4)
Furthermore, we can see the coefficent of =1 in (3) is
Co—10p_1 -1+ Z CjQj 1.
=t

Therefore, by choosing

1 m
Co—1 = be—1 — E Cjj -1
j=t

Qg—10-1
we ensure the last/next relation to go along with (4), namely

Be—1,0-1 = be_1.

Repeating this procedure finitely many times, we obtain the condition of the recursion
with ¢ = 0 according to which

> cpy =) Boa’
=0 =0
is a polynomial with coefficients satisfying
5gj:bj for ij,l,...,m.

That is,

q= chpj + Z Op;
=0

j=m+1
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as was to be shown.

I guess this argument is pretty convincing and pretty good. Perhaps a more formal
induction on the index n is possible. Let’s see. A base case, of course, is when n = 0.
For this we have

A=Ay = {po = @00}-

Every constant ¢ = by is a linear combination of py with

Thus, we have established the base case in the assertion

A=A, =A{po,p1,---,pn} spans P, where A is any collection of polyno-
mials satisfying deg(p;) = j for j=0,1,...,n

As an inductive hypothesis we may take

Every collection B = B, = {Qq,Q1,...,Q.} spans P, where B is any
collection of polynomials satisfying deg(Q;) = j for j = 0,1,...,v and
v<k.

We then consider a collection C' = {pg, pa, . . ., Pr+1} of polynomials with deg(p;) =
jfor 7=0,1,...,k+ 1. Letting ¢ be any polynomial in Py, we can write

m
q= Z bjxj
§=0

where deg(q) = m < k+ 1. If m < k+ 1, then ¢ € Py and ¢ € span{po, p1, ..., Dx}
by the inductive hypothesis. If m = k + 1, then we consider
by
q — ———DPk+1-
Af+1,k+1

This is a polynomial of degree < k + 1. By the inductive hypothesis, we can write

q— ———Drp1 = Zc]pj

Af+1,k+1
for some ¢y, cq,...,c, € F. Consequently,
q9= Z ¢jpj + ———Dk+1 € span{po, p1, . . -, Pit1}-
Ak+1,k+1



This completes the induction. I guess this is also a good proof, and maybe even better
than the first one.

Problem 8 (sums of subspaces and direct sums of subspaces) Let

v = {(x7y7 0) : :'U7y e R}’
W ={(z,0,2) : z € R}, and
Z={(0,y,9) :y € R}

be subspaces in R>.

(a) Find V+W.

(b) FindV + Z.

(c) FindV+W + Z.

(d) Show that VAW =V NZ=WnZ={0}.

(e) Which of the sums in (a-c) are direct sums?

Problem 9 (Azler 2C13) If Wy and Wy are both four-dimensional subspaces of RS,
find the smallest integer n and the largest integer m for which

n < dim(W; N Wy) < m,
and justify your answer.

Problem 10 (Azler 2C15) If V is a finite dimensional vector space with dimension
dim(V') = n, then there are one-dimensional subspaces Wi, Wy, ... . W, of V' such

that .
V=W,
j=1



