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1 Introduction and Rules
Blackjack is a card game that is symmetric for the player and the dealer and one of the few games where the
player can obtain an edge over the house with optimal play. In the casino version of blackjack, the house
acts as the dealer. The objective of the game is to beat the dealer by obtaining a total card value (count) as
close to 21 as possible but not exceeding 21. While a standard 52-card deck is used, it is often the case that
several decks are shuffled together. As far as the card values for each card go, aces are worth 1 or 11 based
on the individual player’s choice, face cards are worth 10, and the remaining cards are worth their numbered
value.

Once players have placed their bets, the dealer deals one card face-up to each player including himself in
clockwise rotation. The dealer then deals a second round of cards with each of the players receiving a second
card face up. In the second round, the dealer’s card is face down. If the dealer’s face up card has value 10
or is an ace, he checks his face down card to see if he has a natural or a "blackjack" (the first two cards he
received have a total value of 21). If the dealer has a natural, he immediately collects the bets of all players
who do not have naturals. Excluding naturals, play proceeds in clockwise rotation with each player deciding
either to “stand” (not ask for another card) or “hit” (ask for another card) in each round. The player may
thus decide to stand on the two cards initially dealt to him or hit until eventually standing on a total card
value less than or equal to 21 or “bust” by obtaining a total card value over 21.

After every player has either decided to stand or hit, the dealer turns his face-down card up. If the
dealer’s total is 17 or higher, he must stand. On the other hand, if the dealer’s total is 16 or lower, he must
take another card and continue to do so until his total card value is at least 17. If the dealer has an ace
and counting the ace as 11 causes his total to be at least 17 but not exceed 21, he must stand. Notice that
the dealer does not have any choice with respect to standing or hitting and must follow pre-defined rules
whereas the player has a choice in each round.

Suppose that the player places a bet B at the beginning of a hand. The player makes a profit of 3
2 B if

he is dealt a natural (except when the dealer is also dealt a natural). If neither the player nor the dealer
has a natural, the player makes a profit of B when he has a final total higher than the dealer’s total without
having busted. The player loses his bet if he busts or has a lower total than the dealer.

1.1 Doubling Down
There is an additional decision that a player can make when dealt the initial hand. A player can choose to
“double down” by doubling his initial bet. In such a case, the dealer deals the player exactly one more card,
but the player is not allowed to subsequently hit. We will not be dealing with doubling down in depth.

1.2 Soft Hands and Splits
A soft hand is a hand that contains an ace (a hard hand is one that does not). For instance, a soft 17 refers
to the case when a player’s initial hand consists of an ace and a 6 whereas a hard 17 refers to the case when
a player’s initial hand has a total card value of 17 without an ace. Since an ace is treated as either a 1 or an
11 depending on the player’s card total, this case must be treated separately.
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A player’s initial hand might also have two cards of the same value (for instance, a 9 and a 9). In such
a case, a player may choose to split the hand by placing an additional bet equal to his initial bet and play
two different hands. We will not be dealing with splits in depth.

2 Probabilities in Blackjack
For simplicity, assume you are the only player apart from the dealer. Assume that cards are drawn from a
single standard 52-card deck (we will later generalize our discussion to n decks). Suppose also that the cards
are numbered from 1 to 52 in the following manner. The hearts cards A, 2, . . . , K are labeled from 1 to 13
in order, the diamonds cards A, 2, . . . , K are labeled from 14 to 26 in order, the spades cards A, 2, . . . , K
are labeled from 27 to 39 in order, and the clubs cards A, 2, . . . , K are labeled from 40 to 52. Note that the
actual suits of the cards do not matter.

Let C = {1, 2, . . . , 52} represent the above set of cards. Then, the set of possible outcomes for your hand
after the first two cards are dealt is some subset of C ′ = {(ω1, ω2) | ω1, ω2 ∈ C, ω1 ̸= ω2}. Notice that,
because of the mechanics of blackjack, the sum of the values of the initial 2 cards can never exceed 21. The
values of each card can be modeled by the function v : C → N by

v(c) =


11 if c ≡ 1 (mod 13)
c if 1 < c (mod 13) < 10
10 if c ≡ 0 (mod 13) or c (mod 13) ≥ 10

As the game progresses, your hand changes. Supposing the number of cards in your hand is k. Then,
the set of possible outcomes of your hand becomes a subset of C ′′ = {(ω1, ω2, . . . , ωk) | ω1, ω2, . . . , ωk ∈ C
and ωi ̸= ωj , i ̸= j and v(ω1) + v(ω2) + · · · + v(ωk) ≤ 21}. Of course, given that you are playing against the
dealer and the dealer’s hand consists of cards from the same deck, your actual hand also necessarily depends
on the cards in the dealer’s hand.

We then define probability measures on the measure spaces C ′ and C ′′. Let π1 : P(C ′) → [0, 1] by
π1({(ω1, ω2)}) = 1

52 · 1
51 and π2 : P(C ′′) → [0, 1] by π2({(ω1, ω2, . . . , ωk)}) = 1

52 · 1
51 · · · · · 1

52−k+1 . Note that,
given a single 52-card deck, the maximum value of k (the maximum number of cards that a player could be
dealt without busting) is 11 (4 aces, 4 2s, and 3 3s). This number increases when multiple decks are used.
However, casinos typically implement a rule called “Charlie Rule” that causes a player to automatically win
once he obtains some fixed k number of cards in his hand without busting.

2.1 Favorable Initial Hands
An initial hand where the two card values sum up to a total of at least 18 is generally considered favorable.

We first determine the probability of obtaining a natural. The only way to obtain a score of 21 is if one
of the cards is an ace and the other is a face card or a 10. Since there are 4 aces and 16 face cards or 10s
and the order in which these cards are dealt does not matter, there are 2! ∗ 4 ∗ 16 = 128 ways to obtain a
natural. In particular, the set modeling the outcomes for obtaining a natural is given by

C21 = {(ω1, ω2) ∈ C ′ | v(ω1) + v(ω2) = 21}

with |C21| = 128. Notice that since C21 ⊂ C ′, we have π1(C21) = |C21| · π1(ω) = 128
52∗51 = 32

663 ≈ 0.048265 ≈
4.83%. You would thus expect to obtain a natural about 4.83% of the time or about once in every 21 hands.

Similarly, a total of 20 can be obtained by either two cards of value 10 or a 9 and an ace. There are
4 aces, 16 face cards or 10s, and 4 9s and the order in which the cards are dealt does not matter. Thus,
there are 2! ∗ (4 ∗ 4 +

(16
2

)
) = 272 ways to obtain a total of 20. In this situation, the set modeling the

outcomes for obtaining a card total of 20, C20, must satisfy |C20| = 272. Again, since C20 ⊂ C ′, we have
π1(C20) = |C20|

52∗51 = 68
663 ≈ 0.10256 ≈ 10.3%.

We can similarly determine the probabilities of obtaining card totals of 19, 18, and 17. The probability
of obtaining a card total of 19 is 40

663 or about 6.03%, the probability of obtaining a card total of 18 is 43
663

or about 6.49%, and the probability of obtaining a card total of 17 is 16
221 or about 7.24%.
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2.2 The Plot Thickens
Probabilities in blackjack are necessarily conditional. As the game progresses, the probabilities of each
outcome must be calculated based on the cards that have been played so far. Again, assuming you are the
only player, this will require counting cards that show for the dealer and keeping track of the cards that you
have been previously dealt. As such, the probability of the player winning a hand changes with each card
dealt.

Suppose that n cards have been seen (we do not consider the dealer’s face-down card for the calculation
since we do not know its value) so far and suppose that these cards are given by C1 = {c1, c2, . . . , cn}, where
1 ≤ ci ≤ 52 for each ci. Then, the remaining cards are given by the set C2 = C \ C1. We define a probability
measure on measure space C2 by π : P(C2) → [0, 1] so that π({ω}) = 1

|C2| = 1
52−n . Suppose that n(x) is

the number of x-valued cards already dealt. Then, there is a simple formula for determining the probability
that the next card dealt has value x. Let p(x) represent this probability. When x is 10, we have

p(x) = (16 − n(x)) · π({x}) = 16 − n(x)
52 − n

and when x is not 10, we have

p(x) = (4 − n(x)) · π({x}) = 4 − n(x)
52 − n

Note that if m is the number of complete decks being used, we can modify the measure space to reflect all
52m − n cards. In such a case, these formulae thus change to

p(x) = 16m − n(x)
52m − n

when x is 10 and
p(x) = 4m − n(x)

52m − n

when x is not 10.
Let us consider an example of the application of the above formulae. Suppose, for simplicity, that the

game is being played with one deck and you are the only player other than the dealer. Suppose you hold
the cards A, 3, 10, and 4 (totaling 18), and the dealer’s face-up card is a 3. We may now calculate the
probability p(3) of obtaining a total of 21 (getting a 3) using n = 5 and n(3) = 2 as

p(3) = 4 − n(3)
52 − n

= 2
47 ≈ 0.043

Similarly, since n(2) = 0, the probability p(2) of obtaining a total of 20 (getting a 2) is

p(2) = 4 − n(2)
52 − n

= 4
47 ≈ 0.085

Thus, the probability of obtaining a total of either 20 or 21 points is the sum of these probabilities p(2)+p(3) =
6

47 ≈ 0.128. In other words, there is a 12.8% chance of obtaining a total of 20 or 21 points when the next
card is dealt.

Although these formulae provide a heuristic to determine whether or not you should hit or stand, real
games are often played using a random cut from several decks of cards. As such, you will likely be unaware of
the actual number of x-valued cards in the stack of cards. This ties in nicely with the idea of approximation-
based approaches to playing blackjack, which we discuss subsequently.

3 Basic Strategy
The intuition behind the basic strategy or the optimal fixed strategy (and, in fact, any strategy) is to always
make plays that result in positive expected value (a net profit). When initially dealt his cards, the player
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must make a number of decisions regarding his next play. In general, the player’s play depends on the cards
he holds, the dealer’s face-up card and all the other cards that have been dealt (seen) so far. The basic
strategy focuses specifically on making decisions based on the player’s hand and the dealer’s up card. Note
that calculating the probabilities and expectations necessary to explain the basic strategy by hand is quite
difficult. The probabilities and expectations in this section have largely been calculated via simulations using
Python (see Appendix for more details).

Table 1: Simulated probabilities of results for the dealer

Result 17 18 19 20 21 natural bust
Probability 0.145412 0.137212 0.134406 0.176096 0.07427 0.047934 0.28467

Table 1 lists the probabilities of all possible results for the dealer over 500000 simulations. Notably, the
dealer busts about 28.4% of the time (slightly more than once every four hands). If a player mimics the
prescribed rules for the dealer, hitting until he reaches a total of 17 or greater, the probability distribution
for the final value of his hand is the same as that in 1. However, since the rules for the dealer and the
player are not the same, the expectation for the player following this strategy is not 0. Specifically, the
player loses if he busts regardless of the outcome of the dealer. Based on simulations, the proportion of
player wins (excluding naturals) is 0.366494, naturals is 0.045674, losses is 0.492204, and ties is 0.095628.
The expectation for the player using this strategy can thus be approximated by

∑
i xiP (xi) = 1 · 0.366494 +

1.5 · 0.095628 + (−1) · 0.492204 + 0 · 0.103204 ≈ −0.0572.
In making decisions, the player should thus use the information given by his own hand and the dealer’s

face-up card and compare the expected profit/loss for each possible choice (hitting or standing, doubling
down or not, splitting or not). The highest expectation calculated in this manner must give the best choice
for the player. Note that in our analysis, we make two primary assumptions. First, the player uses a fixed
strategy that is not modified based on the distribution of cards at the beginning of each hand. That is, the
player always follows the same strategy regardless of the cards seen so far. Second, the effect of previously
dealt cards on the deck is negligible. This is commonly known as the “infinite-deck” approximation, which
assumes the following:

1. Each card with value 10 has probability 4/13 of showing

2. Each card with value not 10 has probability 1/13 of showing

3. Cards already dealt (not in the player’s or dealer’s hand) are ignored

Of course, such an approximation is only adequate when the deck has an infinite number of cards for
otherwise the probabilities of cards in the deck showing would change as the game progressed. Given a
sufficient number of decks of cards (as is the case in several casinos), however, the strategy devised using
this assumption approximates the optimal fixed strategy.

Notice that the dealer’s strategy is pre-determined and can be approximated using a Markov process
when we ignore the effect of the previously dealt cards. This is because the dealer’s subsequent state then
becomes dependent only on the current state and is independent of how the current state was achieved. We
can model the dealer’s strategy as follows. Suppose that pi,j represents the one-step transition probability
from state i to state j and πi,j represents the (absorption) probability of the dealer eventually reaching state
j starting from state i. Let D be the dealer’s state space (the set of all possible total values of the dealer’s
hand). Then, π satisfies the following equations

πi,j =
∑

k

pi,kπk,j ∀i, j ∈ D

πi,i = 1 ∀i ∈ {17, 18, 19, 20, 21, natural, bust}∑
j

πi,j = 1 ∀i ∈ D

The state space D consists of the following elements:
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Figure 1: Probabilities of dealer’s results conditioned on the dealer’s face-up card

{fi for i ∈ {2, . . . , 11}}: the dealer holds only one card of value i (this is the dealer’s face-up card).
{hi for i ∈ {4, . . . , 16}}: the dealer holds a hard total of i.
{si for i ∈ {12, . . . , 16}}: the dealer holds a soft total of i.

{di for i ∈ {17, . . . , 21}}: the dealer stands with a total of i.
bj: the dealer holds a natural.

bust: the dealer’s total is greater than 21 (the dealer has busted).
The dealer’s strategy then corresponds to a random walk on D. The initial state for this random walk is the
dealer’s up-card and each card drawn from the deck corresponds to a transition in the state space.

The heatmap in 1 provides the probabilities of the dealer’s final total based on the dealer’s face-up card.
More details about how these probabilities were calculated are provided in the Appendix. Notice that a clear
pattern emerges. When the dealer’s face-up card is low (between 2 and 6), the most likely outcome for the
dealer is to bust. In such situations, the player must play as though the dealer will bust. On the other hand,
for face-up cards with values between 7 and 11, the most likely dealer total is the sum of the value of the
dealer’s face-up card and 10 (that is, the dealer will likely obtain a high total without busting). In such a
scenario, it is in the player’s interest to assume that the dealer’s face-down card is a 10 and take more risks,
attempting to achieve a higher total.

Now, the player’s strategy may be modeled as a Markov decision problem. Suppose that pst(a) is the
transition probability from state to s to t given that the player takes action a ∈ As, where As represents all
possible actions that the player may take in state s. Suppose also that S is the state space for the player.
Let V (s) be the player’s profit when he plays optimally starting from state s. Then, V must satisfy

V (s) = max
a∈As

∑
t

pst(a)V (t) ∀s ∈ S

We can formulate this as a linear program as follows:

min
∑

s

V (s) subject to

V (s) ≥
∑

t

pst(a)V (t) ∀s ∈ S, a ∈ As
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Figure 2: Expectations of player’s profit when player stays conditioned on the dealer’s face-up card

Figure 3: Expectations of player’s profit when player draws on a hard hand conditioned on the dealer’s
face-up card

Now, the expectations for the player’s profit when the player stays (based on the dealer’s face-up card) are
provided in the heatmap in 2. Further, the expectations for the player’s profit when the player draws on a
hard hand and on a soft hand (based on the dealer’s face-up card) are provided in the heatmaps in 3 and
4 respectively. Assuming that the player may only hit or stand, the optimal player decision at each hand
total is determined by the maximum of the corresponding stand and hit expectations for that hand total.
This determines the optimal fixed strategy provided in 5. Solving the aforementioned linear program simply
provides the expected player profits based on the player’s and dealer’s starting hand assuming optimal play.

Since the idea behind the basic strategy is to make decisions that result in positive expectation, it is
sufficient for a player to know the optimal plays in every scenario (the optimal action to take in each state
s ∈ S). Notice that the strategy provided aligns with our intuition of playing safely for low dealer face-up
cards and playing more aggressively for high dealer face-up cards. In particular, for hard hands, the player
should not draw cards after 11 when the dealer’s face-up card is 5 or 6, and after 12 when the dealer’s face-up
card is 2, 3, or 4. In addition, the player should only stop drawing after a total of 17 or higher when the
dealer’s face-up card is between a 7 and an ace. For soft hands, the strategy is different. To maximize his
profit, the player should always draw on soft hands 17 or below and on soft 18s when the dealer’s face-up
card is between a 9 and an ace.

Note that, typically, the player cannot obtain an advantage over the house using just basic strategy.
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Figure 4: Expectations of player’s profit when player draws on a soft hand conditioned on the dealer’s face-up
card

Figure 5: Optimal Fixed Strategy
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However, using this strategy brings the average loss of the player to approximately 0.5% of the initial bet.
In addition to following the basic strategy, player should employ a combination of card counting, deviations,
and advanced betting strategy. We briefly explore a form of card-counting called High-Low card counting.

4 High-Low Card Counting
Professional players make use of a strategy called card counting to increase their odds of winning. At a high
level, card counting involves keeping track of the cards that have been dealt as play proceeds.

In particular, Edward Thorp was one of the first to investigate whether using the information about the
cards that have already been dealt could increase the player’s expectation significantly and formulated a
strategy called the high-low system based on his results. High-low card counting involves assigning values
to each card value played. The particular values that are assigned to each card are +1 for 2 through 6 (low
cards); 0 for 7 through 9 (neutral cards); and -1 for 10, face cards, and aces. The total of these values for
all cards played so far gives the count at any given moment. A lower count means that it is more likely for
you to be dealt a lower card and a higher count means that it is more likely for you to be dealt a higher
card. Given the current count C, the true count is calculated as C

n , where n is the number of remaining
decks rounded to the nearest 0.5. The player chooses whether to raise his bet, hit, stand, double, or split
depending on the value of the true count.

Thorp proved that, although the high-low counting system is based on an approximation of the actual
cards dealt, it exactly reflected changes in winning expectation. A more detailed explanation is provided in
Thorp’s book “Beat the Dealer: A Winning Strategy for the Game of Twenty-One.”

5 Conclusion
I have provided a brief explanation of the mechanics of and some of the probabilities involved in Blackjack.
I explained the basic strategy for Blackjack (up to hitting and standing) and briefly discussed a popular
form of card counting aimed at increasing the player’s expectation against the house. Notice that the basic
strategy depends on the specific rules of the game of Blackjack being played. For instance, typical games
allow the player to double down, split, and even make side bets such as insurance. To account for these
possible player actions, one must calculate the expectations of using these strategies when possible and find
the best course for each hand as required. Other versions of the game require the dealer to hit on a soft
17, requiring a modification of the entire analysis. The analysis provided here however should provide a
foundation for understanding analyses of different variations of Blackjack.

6 Exercises
1. (Naturals) Assuming a one-deck game, what is the probability that neither you nor the dealer is dealt

a natural? How many games do you have to play so that the probability of you getting at least one
natural is greater than 0.5?

2. (Charlie Rule) What is the probability of getting a 5-card Charlie? What about a 6-card Charlie? A
7-card Charlie?

3. (Card Totals) Suppose you are playing a game of blackjack with 8 decks. Suppose that, so far, three
2s, five 10s, and two As have been dealt. Given that you hold the cards A, A, 6, and 2 and that the
dealer’s up-card is an A, what is the probability that you obtain a total greater than or equal to 18
with the next card dealt?

4. (Strategy) Suppose you hold a soft 18 and the dealer’s face-up card is an 8. Assuming cards are drawn
from an infinite deck, should you hit or stand?
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8 Appendix
Simulations were used for my initial explorations of strategies and the mechanics of blackjack. I utilized
simulated draws from decks of cards to find approximate probabilities for the dealer’s final results (regardless
of the dealer’s face-up card). After modeling the dealer’s pre-determined strategy as a Markov process, I
used Python to fill the corresponding transition matrix and calculate the transition probabilities between
each state and the absorption probabilities for the absorbing states accordingly. Finally, I used Excel to
calculate the expectations for the player’s profit depending on the player’s choice at each possible player
state and to generate the optimal fixed strategy chart. All the relevant material is provided in the following
GitHub repository: https://github.com/akaashrp/blackjack-simulations.
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